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Project Goals and Emphasis

EMC interested in upgrading the GEDL
model through implementing impreved
phySiCS packages. .. microphysics & LSM already in WRFE

Establish baseline ofi skill for WRE
development ...use ofi GEDL physics

Begin transition of Hurricane model from
GFEDL to WRE

EMC, GEDL and URI collaborate and rely on
one anoether for their respective areas of
expertise



Noah LSM in GEDL model

1998-2003 rainfall 2005 season tracks

QPF Bias Score Comparison for
Landfalling Atlantic Storms, 1998-2003
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v/ Dramatic improvement in tropical cyclone track forecasts have

occurred through advancements in high quality observations,
high speed computers and improvements in dynamical models.
Similar advancement now need to be made for tropical cyclone
Intensity, structure and rainfall prediction.

T7T2h Track Forecast Errors for Atlantic Storms
Comparison by Year for 19952004
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Hurricane Forecast
System

Storm information

NHC storm message
Position domain
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model initial & boundary conditions
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Model integration

Wrf si
Wrf real
Wrf model
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Model hurricane output products

Synoptic fields for many variables
Create file for track, intensity, etc




NMM- HWRE: The Hurricane Model

WRE2.0
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*This WRF core has to be linked to a complete hurricane
forecast system




The GEDL Modell
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FiG. 5. Interpolation near a mesh interface m. Black dots indi-
cate grid points. Values at the coarse grids are first inter-

" polated to the auxiliary points (open circles). Subsequent inter-
> O C e a n C O u I e d m O d e I I n S S1 polation between the auxiliary points and the fine grids yields
the values at the interface points (cross marks). In the lower

part, open squares indicate the north (N), east (E), south (S)
and west (W) points for a key grid (K).
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The NMM-WRE Moc

NESTING CONFIGURATION WITHIN WRF NMM
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Some Numerical Detalls

Time stepping method
fast waves: forward-backward
vertically propagating sound waves: Implicit

Advection:
horizontal: Adams-Bashforth for U,V and T (and Coriolis)
vertical: Crank-Nicholson for U,V and T
forward, flux-corrected for g and water species

Horizontal diffusion
forward, 2nd order “Smagorinsky-type”

http://\Wwaww. mmm.ucar.edu/mm5/workshop/ws04/Session7/Jan|ic.Zavisa.pdf




Salient Features: Telescopic E-Grid

> Alllinterpolations are done on a rotated SR Tl
lat-len, E-grid with the reference lat-lon |
located at the centre of the parent
domain.

> Conseguently the nested demain can
be freely moved anywhere within the
grd points of the parent domain, yet the
nested domain lat-lon lines will ceincide
withithe lat-len lines ofi the parent
domain at integrall parent-to-nest ratio.

> This coincidence of grid peints between

the parent and nested domain e A
eliminates the need for more complex, S EEAEE!
generalized remapping calculations In IR G460
the WRE Advanced Software ; H‘q' HH
Eramewerk and Is expected o aid

better distributed memory: performance, = e

ji = |
wh,sh

and portability’ of the: moedeling| system.



NMM-WRE GRID MOTION
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> Ihe nest s "set to sall* on the parent domain
using a simple criterion based on variations In
dynamic pressure. TThe so called “stagnation
poInt” wWas chosen to be the center of the sterm
(Gopalakrishnan et al 2002, MWR.)




Test Cases with NMM grid motion

JULY 08, 2005 0BZ: TS DENNIS MOVING NEST FCST: 0
e : : 5 5 : = I JULY 13, 2005 00Z: HURRICANE EMILY MOVING NEST FCST: 6
| 30 = Ty
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2005 087Z: HURRICANE WILMA MOVING NEST FCST: 0

I155
145
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**** For configuration provided earlier, it takes about 55 minutes of run time
(excludes wrfsi and real). . for 5 days of forecast using 72 processors in our
IBM cluster.



Sensitivity ofi physics packages
Surface exchanges

drag coefficient
ffs vs gfdl

Ground temperatures
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2005 Troplcal Cyclone Tracke
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Obeervad: Beginning 2005082712, evary 12 houra




HWRE accomplishments

> Ran real-time parallel moveable nested 5-day
runs for 2005 season (1-way interaction with
GES physiecs/GEDL&GES Initial conditions) In
robust fashion

> Added moveable 2-way nested grid option
> Integrated nested files into HWRFE post
> Added GFEDL surface physics & ground slab

> Reconfigured GES physics to conform to GEDL
standards

> In 2004, ran 4 days with' uniferm mesh using GES initial conditions andwith
NMIVI standaradl physics



Advancing HURRICANE WRF System

08 09 10 11 12
Mesoscale Data Assimilation for Hurricane Core

Implement advance (reflectivity)

~ A4DDA

Atm. Modell physics and reselution upgrades (continueus)

Alr sea fluxes: wave drag, enthalpy (sea spray)

Micrephysics

Incr. resolution
(4km/>641.?)

\WWaves: moving nest  Multi-scale imp. Highest-Res coast
Ocean: 4km. - continuous upgrades int ODAS, model res.



Summary & Plans

> Upgrade and evaluate

physics....surface layer, Ism, microphysics,
radiation

> Continue parallel HWRE runs....

forecast/analysis cycle ....Initlate moveable,
nested HWRF

> Compare with GEDL and other
models






TRANSITIONING TO HURRICANE WRF

02-03 03-04 05 06 07
Mesoscale Data Assimilation for Hurricane Core

—

Continue  GFDL frozen

GFDL Begin Physics Upgrades upgrades

(9km/427L)

Begin R&D Prelim. Test
HWRF physics
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